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• Creation and Early Implementation of Advanced Networking 
Technologies - The Next Generation Internet All Optical Networks, 
Terascale Networks, Networks for Petascale and Exascale Science

• Advanced Applications, Middleware, Large-Scale Infrastructure, NG 
Optical Networks and Testbeds, Public Policy Studies and Forums 
Related to Optical Fiber and Next Generation Networks

• Three Major Areas of Activity: a) Basic Research b) Design and 
Implementation of Prototypes and Research Testbeds, c) 
Operations of Specialized Communication Facilities (e.g., StarLight, 
Specialized Science Networks)

Accelerating Leading Edge Innovation 

and Enhanced Global Communications 

through Advanced Internet Technologies, 

in Partnership with the Global Community

Introduction to iCAIR:



Topics

• Motivation For Data Transfer Nodes (DTNs)

• Science DMZ 101

• Regional/National/Global DMZs (i.e., Regional, National and Global 

Research Platforms)

• Programmable Network Techniques and Devices (DTNs In Context)

• DTN 101

• Current DTNs

• Emerging Next Generation DTNs

• Results of Recent DTN Research Experiments 

• Future DTNs

• Conclusions



Motivations

• Data Intensive Science - With Today’s Networks, Even 

R&E Networks, It Is Difficult To Transport Extremely 

Large Files and Collections of Many Files Over WANs, 

Especially Over Multi-Domains

• Also, However, 

• AI Training/DL

• Distributed Storage Systems

• NFV

• Low Latency Services and Applications (Increasing 

Robotics)

• Low Latency And High Capacity/Big Data Applications
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Science DMZ 101–

Segmentation Of Data Intensive Flows 

(Ref:fasterdata.es.net)

Energy Science Network (ESnet Innovation)



Global Research Platform: 

Building On CENIC/Pacific Wave, GLIF and 

GLIF GOLEs (e.g., StarLight et al) 



Programmable Network Techniques and 

Devices (DTNs In Context) 

• Kernel By Pass

• SDN/SDX & Network Programming Languages

• Programmable Switch ASICs

• Programmable Network Processors

• FPGAs

• Smart/Programmable NICs 

• Ref: Barefoot Tofino, Intel FlexPipe, Cavium XPliant, Netronome 

Agilio. 

• P4 Based In-Network Telemetry 

• AI/ML/DL Integrated With Network Programming

• RDMA (Remote Direct Memory Access)

• DPDK (Data Plane Development Kit)

• New Backplane/Switch Fabrics

• RoCE (RDMA Over Converged Ethernet)



DTN 101

• DTNs Are Purpose Built Servers Optimized For Data 

Transfer

• No “Standard” DTN Exists: Many Designs/Configs/ 

Architectures Have Been Implemented (e.g. Memory 

Intensive, Storage Intensive, Memory and Storage 

Intensive, Neither Memory or Storage Intensive, 1 G, 10 

G 40 G, 100 G, Edge Device, Intermediate Device, WAN 

Device)

• Multiple OS Stacks (Custom Tuned)

• Multiple DTN Middleware Stacks

• Multiple Transport Protocols

• Multiple Environmental Contexts (Ref Previous Slide)



Flash I/O Network Appliance (FIONA)



Emerging Next Gen DTNs 

• New Experimental Research Using DTNs

• iCAIR Innovations In DTNs For Data Intensive 

Science (Current: Developing 5th Gen)

• Focus Is On 100 Gbps And Multiple 100 Gbps

• Agency Innovations: NRL, NASA GSFC, ESnet

• Advanced Industry Components (e.g., NUMA, 

NVMe, Path Fabrics)

• Design Innovations (Thread Management, 

Optimal Affinity Bindings, NUMA Optimization)



Non-Volatile Memory Express (NVMe)

• Non-Volatile Memory Host Controller Interface 

(NVMHCI) Work Group

• Standard Architecture Specification For PCIe SSDs 

(Designed Specifically For faster Devices vs Traditional)

– Register Interface

– Streamlined Commands

– Attributes 

• Optimizes Host  Storage

• NVMe Sends I/O Commands/Results To Shared Memory 

In Server via PCIe Interface

• Parallel I/O Using Multicore Processors

• One Message Queue Supports: 64,000 Commands

• Supports 65,535 I/O Queues



SUPERMICRO 24X NVMe SUPER 

SERVER

NVMe Type A:  8 X Intel 
P3700 800G

NVMe Type B:  8 X 
SamSung 950 512G

+ M.2 to U.2 
Adopter



Dell 14G Solution Configuration 

(Co-Research & Development in Collaboration 

with Dell)

Intel® Xeon®

processor
E5-2600 v4

Intel® Xeon®

processor
E5-2600 v4

QPI
2 Channels

DDR4

LAN
Up to

4x10GbE

PCIe* 3.0, 40 lanes

Intel® C610

series

chipset

WBG

DDR4

DDR4

DDR4

DDR4

DDR4

DDR4

DDR4

PowerEdge R740XD Server

2 X Intel® Xeon® Gold 6136 
3.0G,12C/24T,10.4GT/s 2UPI,24.75M 
Cache,Turbo,HT (150W) 

192G DDR4-2666

PCI-e  Configuration  Investigation:

2 X Mellanox ConnectX-5  100GE VPI

4 X Kingston/Liqid AIC NVMe PCI-e 
X8 SSD Drives

Optional SAS/SATA Drives

3G / 3G + Clock Is Critically Important 



Recent DTN WAN Experimental Research

• Motivated By Large Scale Science

• LHC

• LSST

• ESA

• Geophysical Sciences

• Genomics

• BioInformatics

• Precision Medicine

• Etc



Global Research Platform: Global Lambda Integrated Facility

Available Advanced Network Resources

Visualization courtesy of Bob Patterson, NCSA; data compilation by Maxine Brown, UIC.

www.glif.is



Global LambdaGrid Workshop 2017 

Demonstrations, Sydney Australia

International Multi-Domain Provisioning Using AutoGOLE Based 

Network Service Interface (NSI 2.0) 

Using RNP MEICAN Tools for NSI Provisioning

Large Scale Airline Data Transport Over SD-WANs Using NSI and 

DTNs

Large Scale Science Data Transport Over SD-WANs Using NSI 

and DTNs

SDX Interdomain Interoperability At L3

Transferring Large Files E2E Across WANs Enabled By SD-WANs 

and SDXs







Source; Jim Chen, iCAIR

Implementing a SCinet DTN 

(DTN-as-a-Service, DaaS)











ESA Service Prototype





100 Gbps DTN Optical Testbed



Additional WAN DTN Testing

• Preparation – Tests Conducted By Se-Young Yu (iCAIR)

• DTNs: 

• @iCAIR : Intel(R) Xeon(R) Gold 6136 CPU @ 3.00GHz, Mellanox 

ConnectX-5 100G NIC

• @PACWAVE - LA : Intel(R) Xeon(R) CPU E5-2667 v4 @ 3.20GHz, 

Mellanox ConnectX-5 100G NIC

• @UvA : Intel(R) Xeon(R) CPU E5-2630 0 @ 2.30GHz, Mellanox 

ConnectX-3 40G NIC

• @CERN : Intel(R) Xeon(R) CPU E31220 @ 3.10GHz, Intel 82599ES 

10G NIC

• Tuning Parameters : 

• BIOS, CPU, NIC, TCP Stack, O/S and MTU Tuning Applied







Memory-to-Memory Test Results



Disk To Memory Test Results



Wenji Wu, Phi Demar et al









Source: Wenji Wu



Source: Wenji Wu



Source: Wenji Wu



Source: Wenji Wu



Source: Wenji Wu



Future DTNs

• Enhanced Core Components

• Much Faster Channels

• Optimal Use of Multi Core

• Higher Clock Speeds

• Enhanced NUMA Management

• Enhanced Thread Bindings/Affinity Management

• Enhanced In Network Computing

• Integration Into Network Orchestration

• Enhanced Programmability (e.g., DTN + P4 Switch)

• 400 Gbps/Tbps





Orchestration And AI & Selected ML 

Frameworks (Of Many):

• Apache Singa 

• Caffe 

• H2O 

• MLlib (Apache Spark) 

• Scikit-Learn (Python) 

• Shogun (C++)

• TensorFlow 

• Theano (Python) 

• Torch (~ Scientific Computing) 

• Veles (C++, w/ Some Python) 
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IRNC SDX

IRNC SDX

IRNC SDX

IRNC SDX

GENI

SDX

UoM SDX

Emerging US SDX Interoperable Fabric

GENI 

SDX IRNC SDX



Source; John Graham UCSD



Potential For Close Integration of DTNs & Large Scale Storage





Summary

• Data Intensive Science As Well As Other Services and Applications 

Can Benefit From DTNs, Which Enable Enhanced Capabilities For 

High Performance LAN and WAN Data Transport, Including 

Customized Flow Management

• Key Enabling Capability: Using DTNs Integrated With Specialized 

WAN Paths, Including L2 Paths To Optimize E2E Data Flows, 

Including Disk To Disk

• Core Components Can Be Supplemented By Enhancing Software 

Stacks, e.g., Jupyter, NSI, MEICAN, P4 Programming, BDE, 

AI/ML/DL, etc

• Today, Many Components Exist To Create An E2E Services For 

Data Intensive Science

• Major Opportunity=> Creating DaaS Capabilities and Placing Them 

Into Production, e.g. Using the Global Research Platform (World-

Wide Science DMZ)



www.startap.net/starlight
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