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Submission summary

Data  from the ESA Sentinel  satellites  which  make up  the  Copernicus  Earth
Observation platform is rapidly being integrated into a variety of applications
and services used throughout the Asia Pacific region.

The regional hub operated by NCI in Australia, supports the rapid dissemination
of  Sentinel  mission  data  to  Asia,  Australian,  New  Zealand  and  the  Pacific
nations.  

Each Sentinel mission supports two spacecraft which are capable of observing
every part of the planet every week using radar, high resolution multispectral
imaging,  atmospheric  composition  and  sea  surface  height  measurement.
Building over time, a highly detailed view of our changing planet.

Transferring  the  data  from  Europe  to  the  Australian  regional  hub  requires
crossing many network and organisational domains.

This  presentation  discuses  the  lessons  learned  in  the  journey  to  deliver  a
mission critical data service at global scales and describes the techniques used
and how they build upon the pioneering InfiniCortex data transfer systems but
using the next generation of 100G R&E network services.
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Submission summary

Over  the  last  four  years  InfiniCortex  collaboration1 has  successfully
demonstrated InfiniCortex concept and test-bed infrastructure2 3 4 5 6 7, as a
globally  distributed  concurrent  supercomputing  resource  spanning  four
continents and up-to seven countries, and connected with high bandwidth and
high throughput global InfiniBand network. 
Here we report on our efforts to further expand this global collaboration and
our  activities  towards  establishing  permanent  global  big  data  and compute
infrastructure.

The original  Infinicortex  construct,  which  relied  heavily  on  global  InfiniBand
connectivity  is  now  relaxed  and  re-engineered  to  work  equally  well  with
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multitude  of  communication  protocols.  In  recent  demonstration  at  SC17  in
Denver we have conducted further experiments with new technology and new
challenges.  Our collaboration with USA (Northwestern University),  Singapore
(NSCC and A*CRC) and Australia (NCI), allowed us to join 100G global network
of Data Transfer Nodes, which enabled us to transfer huge amounts of data
between HPC systems using veriety of protocols. 
Also  Inter-Data  Center  Network  of  1,2  Tb/s  moves  global  supercomputing
project a step forward. 
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